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This paper explores the analytical solution properties surrounding a hypothetical orbit in an invariant plane
perpendicular to the line joining the two primaries in the circular restricted three-body problem. Assuming motion
can be maintained in the plane, Jacobi’s integral equation can be analytically integrated, yielding a closed-form
expression for the period and path of the third body expressed with elliptic integral and elliptic function theory. In
this case, the third body traverses a circular path with nonuniform speed. In a strict sense, the in-plane assumption
cannot be maintained naturally. However, the hypothetical orbit is shown to satisfy Jacobi’s integral equation and
the tangential motion equation exactly and the other two motion equations approximately in bounded-averaged and
banded sense. More important, the hypothetical solution can be used as the basis for an iterative analytical solution
procedure for the three-dimensional trajectory where corrections are computable in closed form. In addition, the
in-plane assumption can be strictly enforced with the application of a modulated thrust acceleration which is
expressible in closed form. Presented methodology is primarily concentrated on halo-class orbits.

Nomenclature
a = radius of circular orbit
C = Jacobi’s constant
G = universal gravitational constant
J = Jacobi’s function
m; = mass of first primary
m, = mass of second primary, m, < m;
r = position vector of third mass relative to center of mass
r, = position vector of first primary relative to center of mass
r, = position vector of second primary relative to center of
mass
r;, = distance between two primaries
p; = position vector of third mass relative to first primary
p, = position vector of third mass relative to second primary
® = angular velocity vector of rotating fame

1. Introduction

HE circular restricted three-body problem addresses the motion
of an inertially negligible third body in the presence of two
primary bodies undergoing circular orbital motion about their
combined mass center. Solutions to this problem have great utility for
mission design or celestial analysis near binary planet, star, or planet-
star systems. The Earth-moon system is one of many relevant
applications. Although an infinite set of transient and periodic orbits
can be generated numerically for this problem, analytical solutions
are not found in abundance. The importance of analytical solutions
lies in their enhancement to physical understanding and the
underlying framework for exploitation and synthesis.
Complete analytical formulation of special orbits in the circular
restricted three-body problem is rare in the literature. The few results
that do exist include the libration point solutions, the exact motion
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integral result, the bounding surfaces or curves of zero velocity, and
the rectilinear oscillation solution [1,2]. A cornerstone of many of
these results originates from the advantages that exist when the
problem is formulated in a rotating coordinate system moving with
the primaries. Five static (in the rotating system) equilibrium points
in which gravitational and centripetal accelerations balance were
found by Lagrange [3]. The libration solutions are actually special
cases of the conic section solutions existing for the more general
unrestricted three-body problem [1,2]. Jacobi was able to restructure
the motion equations such that an exact analytic integral could be
executed, leading to Jacobi’s integral equation and Jacobi’s constant
[4]. Using the exact integral to provide boundaries to regions in
which third body motion is permissible for a specified initial
condition was first analyzed by Hill [5] and later Moulton [6]. A
modern 3-D interpretation can be found in [7,8]. Existence of
periodic rectilinear motion of the third body in the rotating frame
along an axis perpendicular to the plane of motion of the primaries
and passing through the center of mass was accomplished by
MacMillan [9] and later revisited by Sitnikov [10] and Battin [2].
With the use of elliptic integrals, the period of motion corresponding
to certain initial conditions is expressible in closed form.

Periodic solutions to the restricted problem hold special signifi-
cance for several reasons [1]. Moulton [11] laid the analytical
foundation for classification and solution of periodic orbits about the
collinear libration points using linear analysis. Three main classes
were discovered: 2-D horizontal orbits, one-dimensional vertical
orbits, and 3-D orbits. These orbits were extended analytically by
Moulton [11] and others, over many decades, to larger amplitudes.
Szebehely [1] efficiently summarizes these efforts. At least three
classes, having their origins tracable to Moulton’s work are the in-
plane or Lyapunov periodic orbits, the nearly vertical or out-of-plane
dominated periodic orbits, and 3-D periodic halo orbits [12].
Farquhar and Kamel [13] used an analytical higher order technique to
study these naturally occurring but unstable halo orbits. Richardson
[14] used the linearized motion equations and their solution about
collinear equilibrium points as a generating orbit to produce halo
orbits through a successive analytical approximation technique
applied to the full nonlinear equations of motion in which the origin is
the collinear equilibrium point. A correction of the frequency and a
restriction on the amplitudes of coordinates are found to be necessary
for establishing such orbits. After 1980 this type of analytical work
for the restricted problem was much less investigated.

Starting in the 1960s and continuing through the present time,
numeric computation has been used to construct and investigate
periodic orbits residing in the restricted three-body gravitation field.
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Construction of periodic orbits is achieved by searching for an
appropriate initial condition set that, when propagated, closes on
itself. Such differential correction techniques are the computational
engine for many investigations [15]. Using pure computational tools,
Henon showed that halo orbits result from in-plane orbit bifurcations
at critical amplitudes [16]. Zagouras and Kazantzis [17], Robin and
Markellos [18], and Ichtiaroglou and Michalodimitrakis [19] follow
this type of approach to identify periodic families, characterize
properties, and study their relationships to one another. The 1990
book by Marchal addresses more recent efforts [20]. Starting in the
early 1990s, researchers began to couple dynamical systems theory
with numeric computation to discover new relationships and insights
pertaining to restricted three-body periodic orbits [12]. Manifold
theory is central to this approach and relies heavily on computation
using tangency concepts applied to the eigen structures of the
monodromy matrix along a halo orbit [21], or Lindstedt-Poincaré
type numeric constructions [22]. This research has shown that in-
plane periodic, out-of-plane dominated periodic, 3-D periodic, and
3-D quasi-periodic orbital families constitute the 4-D center
manifold for each libration point [21]. Valtonen and Karttunen [23]
provide a semi-analytic approach for restricted problems based on
statistical concepts, not necessarily for periodic solutions.

The objective of this research is to investigate methodology
whereby approximate but pure analytical relationships between
high-inclination halo type orbit characteristics and fundamental
three-body system parameters can be developed [24]. Richardson
[14] may be the closest work to this paper, whereas the recent com-
putational approaches in [21,22] are only indirectly related. A major
difference between this work and [14] is that a nonlinear generating
orbit is used. Several advantages may exist with this generating
solution. From the outset, analysis will incorporate aspects of the
three-body problem that are not present in the Richardson approach
until higher order terms are addressed. Next, the analysis should hold
for larger radius orbits located farther from the libration points.
Finally, insights afforded by analysis of the generating orbit
properties are unique and not present in the Richardson work.

In this study Jacobi’s integral, governing the motion of the third
body in the circular restricted three-body problem, is integrated
again, assuming certain characteristics for the motion of the third
body even though these characteristics may be only approximately
satisfied in practice. This procedure is similar to that used in the
rectilinear oscillation theory [2]. Not only can an analytical
formulation of the period of motion be obtained, but also a closed-
form expression for the orbital path is available. Motion in two of the
three axes can be solved for functionally. The projected motion on the
corresponding plane is circular with nonuniform speed. The period
and projected path are expressed in terms of elliptic integrals and
functions. The governing characteristics do not permit motion along
the third axis. An iterative procedure is used to improve the accuracy
of the predicted 3-D motion. This study introduces a new
approximate analytical foundation for an existing class of 3-D highly
inclined quasi-periodic orbits that may be used for applications in
any restricted three-body system. In Sec. II a description of the
equations of motion and Jacobi’s integral for the circular restricted
problem of three bodies, are reviewed. In Sec. III a suppositional
circular solution for the third body motion is analytically derived and
the properties of the proposed orbit are discussed. In Sec. IV natural
constraints imposed on the third body motion and initial condition
are investigated. In Sec. V the accuracy of the supposed conditions
and analytical solution are analyzed. In Sec. VI an iterative analytical
procedure is offered to provide corrections to the base solution. In
Sec. VII comparisons are made between a numerically propagated
orbit associated with an artificial three-body system and the cor-
responding approximate analytical solution for the orbit. In Sec. VIII
application of modulated thrust to render the original solution exactly
is discussed. Finally, conclusions are drawn in Sec. IX.

II. Circular Restricted Three-Body Theory

The circular restricted three-body problem (CRTBP) [1,2]
addresses the motion of a small third body when the motion of the

two primary masses is restricted to the xy-plane so that they move in
circular orbits relative to each other and relative to their center of
mass (cm). The center of the system is located between the two
primary masses on the line joining them which is aligned with the
x-axis in the rotating system. The z-axis is the axis of the orbital
angular velocity vector, and the y-axis is in the plane of motion of the
two primaries and completes the right-hand system. The main
characteristics of the circular problem are that the distance of either
primary relative to the center of mass is constant, and the angular
velocity of the rotating system is constant. Figure 1 shows the
CRTBP geometry in the rotating coordinate system.

In Fig. 1, the xyz coordinate system with origin at the center of
mass is rotating with the primaries according to angular velocity
vector @. Body masses are denoted by m; for i =1, 2, 3, where
ms < m; and m3 < m,. Absolute position vectors to each primary
are denoted by r; and r, (constants), whereas r is the corresponding
vector for the third body. The relative positions of body 3 with respect
to bodies 1 and 2 are denoted by p;, i = 1, 2. Components of these
dimensional position vectors are

r=xi .i=12(x >0,x <0)

r=xf+yf'+zl€

pi=(x—x[)f+yf+zl€ ,i=1,2 (1)

where 7, j, k are unit vectors for the xyz-axes. Magnitudes of p, and
p, are also given by

P2 =[(x —x2)2 + y* + 27]'/2
2)

o =[x —x)? +y*+ 72

Finally, the angular velocity vector @ (constant) based on the circular
orbit condition is

A G
®w =0k o :rT(ml + m,) 3)

12

where r;, =x; —x, and G denotes the universal gravitational
constant.

The Lagrangian and Hamiltonian functions L and H for the third
body in this system are

1

2
1
2

L=3[(G1 + 4 + ¢3) + 20(q:14, — 929)) + @*(¢1 + g3)]| + U

H=2(pt+p3+p3) +oPpig—pq)) - U )

v
y
Fig. 1 Circular restricted three-body problem geometry.
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where g, for i = 1, 2, 3 are the generalized coordinates; p, fori =1,
2, 3 are the momenta; and U is the gravitational potential function.
These quantities are defined below:

R N /N /4
q1= Pl—aé]l 4=y 172—8q2 q93=z P3—3q3
%)

G G
y=-""142" ©)

P1 P2

Using Hamilton’s canonical equations

dql _ dpl _ 8U
a =p +oq & _wp2+3q1
U - B
dr 12 : dt " ag,
ng dpq oUu
43 _ = 7
a P dr  0dq; ™
the third body equations of motion are
U ou au
I—2wy=o0’x+—  JH2wi=0’y+— I=—
ox dy 0z
®)

To simplify the equations of motion, Jacobi’s function J is introduced
and defined as

1 G G
J=-a? (2 +y2) 4 T
2 P1 P2

®
The final form of the equations of motion of the third body in the
rotating system is

jr2wi= 2 )
dy 0z

d
X—Zwy:—l

0x

The dynamics of the CRTBP represented by the mathematical
structure in Eq. (10) admit an exact integral. The resulting equation
and constant are known as Jacobi’s integral equation and the Jacobi
constant C:

C=2]— (11)

In Eq. (11), v denotes the third body velocity magnitude with respect
to the xyz system:

V=243 42 (12)

III. Suppositional Circular Motion: y’z’ Plane

Figure 2 illustrates a suppositional circular motion path for the
third body in the y'z’-plane, which is offset from the yz-plane by the
constant distance d,. This motion is not strictly permitted by the
governing motion equations. However, the motion solves Jacobi’s
integral equation exactly, solves the tangential equation of motion
exactly, and approximately solves the radial and cylindrical motion
equations in bounded averaged and banded sense. The analysis
for Jacobi’s integral equation is contained in this section whereas
the equations of motion analysis is given in Sec. V. Further, a
methodology to correct this supposition with an iterative procedure
will be addressed in Sec. VI.

Under the supposition, coordinates of the third body are equal to

x(t)=d, y(t) = asin{6(¢)} z(t) = acos{l(r)} (13)

where a denotes the constant radius of the circular path and angle 6(¢)
measured from the z’-axis parameterizes the location along the path
as an undetermined function of time, not necessarily linear. From the
geometry in Fig. 2, or substituting Eq. (13) into Eq. (2), this path

X
Fig. 2 Third body circular motion in y’z’-plane (supposition).

maintains constant separation between the two primaries and the
third body:

pr=[di=x)) +a?  py=[d,—x)* + ] (14)
In Fig. 2 point P represents the location of the third body on the
supposed orbit. Assuming point Py is the initial position of the third
body, the six initial conditions are

[%0: Yo, Z0. X0 Yo Z0]
— [d,.asintfy). acos{fy). 0. afy cos{ey). —ady sinf}]
at 1= 1, (15)

where 6(ty) = 6, and 6(¢y) = 6, denote the initial angular position
and angular velocity of the third body. Equation (15) indicates the
two independent constants 6, and 6, are all that is needed to describe
the initial state of the y'z’ plane circular motion, assuming the radius
and plane location a and d, are specified.

Along this circular path, the rate at which 6(¢) changes with time is
not constant. Although the assumed orbital path for the third body
is a circle, the speed at which the body travels along that path is
nonuniform or accelerated. To determine the governing differential
relation for the angular position, substitute the time derivatives of
x(1), y(t), z(¢) into Jacobi’s integral result in Eq. (11):

62(1) = wisin2{6(1)} + L2 {dez n 2G(ﬂ + ﬂ) - c} (16)
a P P2

Note in Eq. (16) the second term in the right-hand side is a constant
that is renamed Cj:

I
C0=7{wzd§+20(@+@) —C} (17)
a P P2

Constant C,, is determinable from the initial conditions 6, and 90
existing at Py:

Co = 6p — w?sin?{6,} (18)

Equation (16) thus becomes
62(1) = [sin*{0(r)} — sin*{6p}] + 65 (19)
Now, an analytical solution for the period of the circular path is

sought from Eq. (19). Define a new angle ¢(7) for transformation
purposes:

$(1) =7 — 6() 0)
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Modify Eq. (19), using the transformation variable ¢(t), to a standard
Legendre elliptic differential form of the first kind [25]:

do(1) @
_T_Z[l K2sin?{¢(1)}]'/? (21)

where k is the modulus of the elliptic form:

9'(2) —1/2
k= (COSZ{QO} + E) (22)

A complete elliptic integral of Eq. (21) can be formed to obtain the
analytical expression for the period T of the circular path. Integrating
Eq. (21) over a general half path (¢: t, — t, + T/2, 6(¢): 6, —

0y + ), or
to+1/2 k 24, d¢
dt = —— s 23
[,0 w /g-eo [1 + K*sin®{g}]'/? (23)

yields the period 7"
4k

w

T K(k) (24)
InEq. (24), K (k) is the complete elliptic integral of the first kind [25].

For the suppositional circular motion, the period is a nonlinear
function of 6, 6,, and w and is independent of a and d,. Nonlinear
dependence on initial angular position and velocity is due to
trigonometric, power, multiplication, and complete elliptic integral
operations. Figure 3 shows the nondimensional periodicity for
various nondimensional initial conditions. As expected, orbital
period T and initial angular velocity 6, are inversely proportional.
Also note, for the same initial rate larger initial positions can amplify
the period. The low end cut off points for 6, in Fig. 3 are from
dynamical constraints discussed in Sec. IV.

Next, an analytical solution for the parameterization of the circular
path is sought from Eq. (19). Returning to Eq. (21), perform an
integral over a general path segment (¢: 7, — ¢, 6(1): 6, — 0):

"o ko dd
/fod’_ w/%—eo[l—kzsmz{ff’}]_l/z ®>

%(z — 1) = —F(¢(1), k) + F(g — 6, k) (26)

In Eq. (26), function F (v, k) is the incomplete elliptic integral of the
first kind evaluated at 1. By using the theory of theta functions [25],
Eq. (26) is inverted to obtain the transform angle ¢(#) as a function
of time:

30 T T T T T

6,= 0deg

6,=15deg |-

6,=30deg

6,=45 deg
— 6,=60deg

6,=175 deg

— 6,=90deg

0 0.5 1 1.5 2 25 3
6,/®
Fig. 3 Periodicity behavior of suppositional circular motion.

sin{¢p ()} = sn (—%(t — 1)) + F(g — b, k), k) @7)

where sn(z, k) denotes the elliptic sine or s-n function evaluated at t
[25], precisely the inverse of F(¢(7), k). After transforming back to
the original coordinate, analytical expressions for the parameterizing
variable 6(¢) for the circular path and its derivative are

cos{0(r)} = sn(— “i (t—15) + F(g — 6, k), k)
(28)

sin{f(1)} = cn(—%(z 1) + F(g — 6, k), k)

0(t) = %dn(—%(t — 1) + F(g e k), k) (29)

In Eqgs. (28) and (29), cn(z, k) and dn(z, k) are the elliptic c-n and d-n
functions evaluated at t [25].

In effect, Eqs. (26-29) represent a closed form integral of Jacobi’s
integral equation under the imposed suppositional conditions. These
results can be referred to as an “integral of the suppositional motion.”
Figures 4-6 show various orbital trajectory characteristics of the
suppositional motion, derived from the generally applicable
Eqgs. (28) and (29), across a family of modulus values for the
Earth—moon system (specified m, m,, ri,), chosen only to portray
graphical information for a commonly analyzed three-body system.

0.5 T T T T T T T T
0.45 b
0.41 E
0.351 kek>1] ]
o0sk k=095 | |
& £=0.85
d
< 025 k=07 | |
| k=0.5
S ool i
m, =5.97e+24 kg
0151 - I
m,=7.35e+22 kg
01k 0.5 r,=3.84e+5 km ||
005k 0.95 i
1
0 T : : L L L L :
0 0.05 0.1 015 02 025 03 035 04 045 05

(t-t,/'T

Fig. 4 Angular position behavior of suppositional circular motion.

1.8F 05 i
1.6 m;=5.97e+24 kg kek-->1
my=7.35¢+22 kg k=0.95
1.4 r,,=3.84e+5 km k=0.85
k=0.7
1.2 k=0.5

0.7

L 10)

0.8

0.6

0.4

0.2

0

0 005 01 015 02 025 03 035 04 045 05
(t-t)IT

Fig. 5 Angular velocity behavior of suppositional circular motion.
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kik-->1
k=0.95
-k=0.85
“k=0.7
~k=0.5

0.916 0.083

0.833 \__ - 0.167
0.75

0.25

0.667 o X 0.333

m;=5.97e+24 kg
m,=7.35e+22 kg
r,=3.84e+5 km

0.583 0.416
0.5

Transverse: (0 — )/2r, Radial: 0/w
Fig. 6 Phase space polar trajectory of suppositional circular motion.

Figure 4 depicts the normalized angular position against normalized
time for half an orbit, whereas Fig. 5 shows the corresponding
angular rate response. Clearly, the rate of change of 6(r) with ¢ is
nonuniform and strongly depends on the value of k. As the third body
passes through the y’-axis, maximal angular rate occurs, while a
minimum occurs on the z’-axis. For the limiting case k: k — 1, the
largest variation in angular rate is experienced and the third body
approaches a state of rest, in the rotating coordinate system, each time
it passes by the z'-axis. For smaller values of k, the 6(r) variation
around the orbit is lessened but the averaged and peak 6(r) values
increase. For k < 0.5, the third body follows essentially uniform
speed circular motion. The limiting case k: k — 0 corresponds to
precisely constant but infinite speed circular motion.

Finally, Fig. 6 combines the information of Figs. 4 and 5 in a ()
vs 0(f) phase space polar plot in which the radial coordinate is
normalized angular velocity and the transverse coordinate is
normalized angular position. First, the suppositional motion in
Eq. (13) was assumed periodic, and the closed curves in Fig. 6
demonstrate this trait. The varying radius phase plane curves are the
signature of nonuniform angular velocity. For k: k — 1, the third
body state trajectory in the phase plane consists of two circles
forming a lazy figure eight shape. Note the radius of the phase plane
trajectory approaches zero for [6(r) — 6,]/27 = 0 and 0.5 (z'-axis
passage) while for [0(f) — 6,]/2m = 0.25 and 0.75 (y'-axis passage)
maximum radius values occur. As k is reduced, the phase space
closed trajectory transitions from a pinched oval shape to a flattened
oval shape. For k: kK — 0, the trajectory approaches a constant but
infinite radius oval (i.e., circular).

The suppositional motion outlined here and displayed in Fig. 2
is classified as retrograde motion, because the relative angular
momentum vector points along the negative x-axis, or because the
motion from the z’-axis to the y’-axis follows a left-hand rule. A
complete set of identical results exists for direct motion. If the
circular motion is in the opposite sense, from the z’-axis to the
—y’-axis, and the direction of the angular position variable 6(r) is
reversed along with the supposition x(f) =d,, y(t) = —asin{6},
7z = acos{B}, Eq. (19) is easily derived. Applying the transformation
(1) = 0(t) — /2 leads to Eq. (21), and all results therefrom.

IV. Initial Condition and Motion Constraints

Certain restrictions on the initial condition pair 6, and 6, exist
within the suppositional motion theory. Equation (22) gives the value
of the modulus of the elliptic integral in terms of the initial states
of the motion. The value of the modulus k is constrained by the
following mathematical inequality:

<l (30)

Substituting from Eq. (22) into Eq. (30) leads to the following
inequality:

w*sin?{6,} < 6 (31)
By using Eqgs. (17) and (18), this inequality becomes
Cy>0 (32)

C<wd + 2(;(ﬁ + @) 33)
P P2

The right-hand side of Eq. (33) is a function of both a and d,, and it

represents an upper limit on the Jacobi constant, C,,, corresponding to

certain combinations of a and d,. This condition is not only a

mathematical relation but a physical constraint on the behavior of the

dynamical system in the dimensional space.

Figure 7 shows the upper limit (the right-hand side of Eq. (33)) on
the nondimensional Jacobi constant as a function of normalized orbit
radius for a family of normalized y'z’-plane locations. The CRTBP
parameters are selected for the Earth—-moon system merely used as an
example. For certain values for the orbit size and motion plane,
possible values for the Jacobi constant must lie below the
corresponding curve in Fig. 7. From another perspective, whatever
the initial conditions are, they must yield a Jacobi constant which
falls within the admissible region in Fig. 7. The admissible region is
characterized by all 8, and 6, or C,,, which satisfy Egs. (32) and (33).
For example, for a given initial angle and a particular CRTBP
characterization, the initial rate must exceed a threshold for
suppositional circular motion to exist. For the center plane (d, = 0)
and small orbits (a < r},) a wide range of potential C levels exist,
whereas for off center planes the allowable C range is significantly
less. For large orbits (a > r|,), all planes in Fig. 7 yield approxi-
mately the same potential C range. These trends are a consequence of
the manner in which a and d, influence the right-hand side of
Eq. (33). All curves in Fig. 7 appear to intersect precisely at the point
(a, C) = (r1,,2wr3,), but this appearance is an artifact of highly
unbalanced primary masses (m, < m,) for the Earth—-moon case.

Equations (28) and (29) give the totality of the motion in this
analysis. Recalling that for general motion in a plane perpendicular to
the x-axis, the phase space is described by the elements of the vector
[v,z,¥,2Z]. The motion is completely determined by the initial
conditions [y, 2o, Yo Zo)> as the equations of motion are numerically
integrated from this point. Under the suppositional theory, the
equivalent vector is [d,, a, 6, 8,], but the Jacobi integral equation
[Eq. (16)] evaluated at ¢ = t, represents a restriction on the initial

16 T T T T T T T T T
o d /r),=0
14 d/r,=0.2 H
d/r,=-0.2
2r d fr,=0.4 ]
10 dx/rlzz—0.4 1

m =5.97e+24 kg
m,=7.35e+22 kg |1
r,,=3.84+5 km

a/ry

Fig. 7 Upper limit for Jacobi constant for suppositional circular
motion.
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conditions. This means the four initial conditions are not completely
arbitrarily chosen. Once three of the initial conditions are chosen,
the fourth one is calculated from the Jacobi integral equation for a
given value of C. In other words the Jacobi integral equation is
reformulated as follows:

f(dy, a, 6,00 =C (34)

Equation (34) represents an algebraic relation between the four initial
conditions, which could be used as follows. Parameters d, and a
could be specified, leaving, for a particular C, a relation for 6, in
terms of 6, or vice versa. Additionally, if k was specified, Egs. (22)
and (34) would leave two equations for the two dependent
parameters 6, 6.

With a completely different perspective, Eq. (16) sets a basis for
the principle of accessible and forbidden regions of motion for the
third body within the theoretic supposition, because the magnitude
square of the angular velocity of the third body must be equal to or
greater than zero. For zero 6(¢) the suppositionally modified Jacobi
integral equation constitutes curves of zero velocity or what is known
as equipotential curves. The governing relation is

{wzdz + zc(ﬂ + @) - c} -0 (35

P1 P2

1

in260
sin #{ }+w2a2

These curves are parameterized by the Jacobi constant which can be
determined by the initial conditions as previously indicated. For a
certain C, Eq. (35) is used to solve for 6 as a function of a.

Results from this effort are contained in Fig. 8, which shows a
family of level curves parameterized by nondimensional C for the
center plane location passing through the CRTBP mass center for the
example Earth—-moon system. The curves of zero velocity consist of
two types depending on the value of C. For lower values of C, a pair
of opposing trough shaped curves that open vertically exist. These
curves tend to constrain the accessible region of motion from the top
and bottom, or along the z'-axis. In Fig. 8, the center, left, and right
regions correspond to real 6, whereas the top and bottom regions
yield imaginary 6. For higher values of C, a pair of nearly vertical
curves offset from the center exists along with an oval shaped curve
near the center. These curves disallow motion in the intermediate
regions (imaginary 6) but leave large regions to the left and right
along with the smaller enclosed regions near the center for allowable
motion (real 6). The accessible region corresponding to real 6 for
C = 4w*r}, is hush marked in gray. Note this region lies within the
accessible region for the C = 3.4w?r?, curve. Thus, as C increases
the accessible region of motion decreases in size. To see the effect of
another y'z’-plane location, Fig. 9 shows the level curves for a plane
passing through the collinear libration point L, (Battin [2] definition)
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Fig. 8 Zero velocity curves in y'z’-plane located at center of mass.
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Fig. 9 Zero velocity curves in y'z’-plane located at L, point.

for the Earth—-moon system. Overall, the topological structure in
Fig. 9 is similar to Fig. 8. The major difference is that at L the regions
of admissible motion, for the same potential level, are smaller than
for the center plane case.

The suppositional theory is exclusively circular motion. Thus, the
main information extracted from Fig. 8 is the maximum allowable
orbit size a for a given C and d,. For example, the largest accessible
radius for C = 4w?r?, and d, = 0 is a = 0.497r,,. Constant C and
the maximum allowable a tend to be inversely proportional. In Fig. 8
the largest radius orbit allowed is always tangent to the zero velocity
curves at y' = 0 or where the curves cross the z’-axis. To show this,
interpret Eq. (35) as the implicit function @ = f(6). The condition
da/df = 0 can be used to determine critical values 6 = 6, where
a = dpin, @ = Ap,y- FOr computation, use the explicit function 6 =
f(a) and invert the resulting expression for df/da yielding

da w?a? sin{6} cos{0}
1B asin{o + G d 1 d (1 (36)
do w asin®{0} + G{m, 5, ) + ma 3, ()}
Applying the extremum condition to Eq. (36) results in
da 056,20, 47 or ,=+7 (37
do o : 2

Determination of extremum type requires examination of
d?a/d6*. Differentiation of Eq. (36) followed with evaluation at
0 = 6, gives an expression for the second derivative:

d2a _ w*a’[cos?{0,} — sin*{6,}] (38)
A lgmg,  @Pasin’{0,} + Gimy & (5 + my & (D)}
At 6, =0, £, the second derivative simplifies to
2 2
da =29 50 (39)
6% lo, <042 GUF+33

revealing a = a;,. At 6, = +7/2, the second derivative simplifies
to

w*a

= 1 L1
0,=47/2 G{ml(a - E) + mz(g - p_i)}

d*a
de?

(40)

Both a,;, and a,,,, can potentially occur here, depending on the value
of a. Both 6, cases are observable in Fig. 8, however, only the case of
0, = 0 £ has relevant meaning.

To determine a,,;, corresponding to 6, =0, +x substitute the
critical 6 value in Eq. (35) and solve for a from
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w2d§+2G(ﬂ+@) —C=0 @1
P1 P2

Note a,,;, becomes an upper limit, a,,, on the allowable orbit radius
(a, = ap;,). For computational advantages, Eq. (41) can be con-
verted to the polynomial equation

1
S8 + o8 + o)

x{éx%%+wma+ﬁrﬁﬂ&+aﬂ—uw%+w§

+ {uilst + o] — w3l + o’ =0 42)
where
d m C d?
81=_X+P~l Mmy = : X= 22_TX
ST my + my Wy T (43)
d, ny a
b=—"— 1t My =—"— o=—
Y my + my T2

In contrast, substituting 6, = £7/2 in Eq. (35) yields an expression
from which a.;, or a,,, can be found depending on the sign of
d?a/d6? from Eq. (40).

W + P+ 2G (@ + @) _c=0 (44)
P P2

An equivalent polynomial equation is
1
SIX o[ + 0?3 + o)
1
{1 = oI+ %+ ]l + ) 3+ o)
+ (8 + o2 = 318 + @2 =0 (45)

Here a,,,, becomes the lower limit a;, and ay;, is the upper limit a,,,
on the allowable orbit radius (a; = dpyy, @y = Gmin)-

Figure 10 shows the upper limit on the nondimensional orbit
radius as a function of normalized Jacobi constant for a family of y'z'-
plane locations for the example Earth-moon system. For certain
values for the Jacobian potential level and motion plane, possible
values for the orbit radius must lie below the corresponding curve in
Fig. 10. For both center plane (d, =0) and off center planes
(d, # 0), and low potential levels (C < 2a?r?,), a wide range of
potential circular orbits exist, whereas for high-potential levels
(C > 2w?r?,) the allowable a range is significantly less. In this latter
region, conditions for existence of center plane orbits are always

2 T T T T T T T

18 d /r,= 0
: d /r;=0.2
1.6 d /r,=-0.2 4
1al- dX/r12=O.4 |
d /ry 2=70.4
120 B
“ m =5.97e+24 kg
T my=7.35e+22 kg ||
N r,=3.84e+5 km
0.8} 2 H
0.6
0.4
0.2
0 :
0 2

Clor,,)?
Fig. 10 Upper limit for radius for suppositional circular motion.

Table 1 Quantitative constraints of suppositional and exact
zero velocity curves

Normalized Jacobi constant ~ Normalized orbit radius upper limit

Suppositional Exact

C/(or,)? a,/rp a,/r
22 0.9054 0.9054

2.8 0.7106 0.7106
34 0.5846 0.5846

4 0.4965 0.4965

satisfied, but off center plane orbits may or may not exist depending
on the value of C. Inspection of Figs. 7 and 10 reveals identical trends
because the limiting cases in Eq. (33) and (41) are equivalent. An
implication from this equivalence is the nonnegative velocity
magnitude square constraint (accessible motion space bounded by
zero velocity curves) is one and the same with the less than unity
modulus constraint (admissible function space bounded by elliptic
integral existence).

An interesting study is to assess consistency of the suppositional
zero velocity curves from Eq. (35) with exact zero velocity curves
computed from Eq. (11) with v = 0. After computing the exact level
curves, and comparing them with the suppositional level curves
shown in Fig. 8 for the center plane passing through the CRTBP mass
center, for the example Earth—-moon system no differences were
found. Perfect correlation between the exact and suppositional
curves exists. Further, the constraints imposed on the suppositional
planar orbit (not the true orbit which repeatedly penetrates this plane)
by the two sets of curves are also in precise agreement. Table 1 shows
a comparison of allowable circular orbit radii from both the
suppositional curves and the exact curves for the specific cases
shown in Fig. 8. For example, at C = 4w?*r3, the largest circular orbit
that would lie within the boundaries would have a radius of
a = 0.4965r,. This orbit would touch the suppositional and exact
boundaries at the point (y/r,, z/r1,) = (0, 0.4965).

To show how this perfect correlation exists, consider Eq. (11) with
v=0and x =d,:

nmy

w2y2+w2d§+2G(ﬂ+—) —Cc=0 46)
P1 P2

Within p, and p, the y*> + z? term can be replaced by r> where r
denotes the radius to a point lying on the exact zero velocity curve in
the y'z’-plane. Equation (46) represents the implicit function
r = f(y). The condition dr/dy = 0 yields critical values y =y,
where r = 7, ' = I'max- FOr computation, use the explicit function
y = f'(r) and invert dy/dr giving

d 2
d_r = % @7
y r (p—? + i
dr
—=0=y,=0 (48)
dy
Computing a second derivative and evaluating at y =y, gives
d*r ?
— = >0 (49)
dy2 Y=yt Gr(%’ + Ff
2
d% >0 = r=rpm (50)
dy” |,y

Note r,;, becomes an upper limit r, on the allowable orbit radius
(r, = rmin)- The equation determining the upper limit 7, is obtained
by substituting y = y, in Eq. (46). The resulting expression matches
Eq. (41), hence the perfect correlation.
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V. Suppositional Motion Accuracy

Equation (28) represents an exact integration of Jacobi’s integral
equation under the supposition that x(f) =d, and x(f) =0 are
strictly maintained. Unfortunately, this condition is not met. Recall
the equations of motion in Eq. (10) with the right-hand sides fully
expanded:

Gm;(x —x;)
[(c—x1)? + % + 2P

¥—2wy = w’x —

Gm,(x — x3)

=) 2+ PP 1y
. . Gmyy
+ 2wx = w?y —
’ SRCETESEEI
Gm,y
B e O 1
P Gm,z _ Gmyz 5lc)
=)+ PR (- PP
Applying the suppositional motion from Eqs. (13-51) yields
) Gm,(d, —x)
— 2a)a9cos{9} = wzdx - m
Gm,(d, —
my(d, — x) (52a)

(d—x)* +aPP

Gm,asin{0}

a[écos{@} — 9'2 sm{@}] = wza sm{9} — m

Gm,a sin{0}

@+ o
. . Gmacos{6}
— alfsin{6} + 6 cos{0)] = — [(dx—)lc,)—z—}—ajz]m
Gm,a cos{0} (52¢)

[y —x)? + PR

Multiplying Eq. (52b) by cos{f} and Eq. (52¢) by —sin{#} and
combining leads precisely to Eqs. (18) and (19) and the corre-
sponding analytic solution outlined in Sec. III. This preciseness does
not imply that either Eq. (52b) or (52¢) individually are satisfied,
rather it implies a combination of the two equations (Jacobi’s integral
equation) is satisfied. However, one equation of motion is precisely
satisfied. Transform Eqs. (52b) and (32c) to radial and tangential
components:

af® + Pasin{6) = G{m—; n m—j}a (52d)
p1 P2
ab — w?a sin{0} cos{f} =0 (52e)

Substituting Eq. (28) and the derivative of Eq. (29) into Eq. (52¢)
shows the tangential motion equation is exactly solved by the
suppositional motion. Thus, the accuracy to which the assumed
circular trajectory satisfies the motion equations reduces to the
degree to which Eq. (52a) and (52d) are satisfied.

Equation (52a), with the left-hand side being a function of time and
the right-hand side being constant, cannot equate over a finite
segment of time. The suppositional motion is incorrect in the strictest
mathematical sense. Nevertheless, Eq. (52a) can be interpreted to be
satisfied in the following approximate sense. The right-hand side of
Eq. (522), 9J/0x|supposiion = J<(dx, a), is a function of d, and a.

Expanding this function with respect to variable a about the point
a =0 yields

dJ,(d,, a)

Jx(dx’ (1) = Jx(dxv a)|a=0 +
da

a=0
102J.(d,, a) )
578612 a=0(l +...

— (wzd _ G{ml(dx _xl) + mZ(dx _XZ)}) + (O)a

|d)c_xl|3 |dx_'xZ|3

1 my(d, —x,)  my(d, —x,) )
~ (36 : 53
+2( {|dx—x.|5 -l J) &3

If the y'z’-plane is selected to pass through any of the three collinear
libration points, L, L,, L5 (Battin [2] definition), the first term in the
expansion of the right-hand side of Eq. (52a) becomes zero
(Jx(dxa 0) =0at dx = dLl (M)i sz (:U“)$ dL3 (/’L)’ n= I‘LZ) Thus, the
right-hand side of Eq. (52a) is approximately zero, assuming a <
(d, — x;)* fori = 1,2 (zero through second order in a). The left-hand
side represents a finite zero mean oscillating perturbation, consisting
of an elliptic sn(z, k) and dn(z, k) product [see Eqgs. (28) and (29)].
Thus, Eq. (52a) is satisfied, in an averaged sense, for each whole orbit
completed by the third body. Further, the maximum error at any
specific time in Eq. (52a) is bounded. Planes other than the collinear
libration planes can be considered, however, Eq. (52a) will not be
correct even in the averaged sense.

To show the averaged property, integrate the left-hand side of
Eq. (52a) over a general whole orbit (: ty — t, + T, 6(¢): 6, —
0, + 2m), or

2 +T .
[_2(‘).)'7]|an = % N 9([) COS{Q([)}d[
o
to+T Oo+2m
= _Zcﬂsin{e(t)} o Zﬂsin{é} ’ -0 (54)
r ) T 6y

For the bounded property, first differentiate the left-hand side of
Eq. (52a), leading to

d-203] d .
= —2wa 5[9(1) cos{f(1)}]
- —2wa% [% dn(z(1), K)sn(z(7), k)]
= %cn(r(t), k)[1 — 2k>sn?(z(2), k)] (55)
where
(1) = —%(r — 1) + F(g _ k) (56)

Applying the condition for perturbation extremums results in

(57)

d[—2wy] 1
=0=cn(z(t),k) =0 or sn(t(t),k)=——
m (t(1). k) (z(0). k) T3k
The cn(z(¢), k) condition leads to minima and maxima when k <
1/+/2, whereas the condition on sn(z(), k) corresponds to minima

and maxima for k > 1/+/2. Thus, upper and lower bounds on the
perturbation are

2 2
[—203], =~ dn(z,, K)sn(z,, k)
k
20%a ©8)
[-2wy], = — dn(z,, k)sn(z,, k)

where
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*

[ F@/2,k)=K(k) fork <1/42 (59)
T FGsinT(1/8/2k), k) for k> 1//2

The peak error in Eq. (52a) is proportional to the CRTBP rotation rate
squared and the third body orbit radius, and inversely proportional to
the modulus. Note the product dn(z,, k) sn(z,, k) will vary between
0.5 and 1 depending on the value of k.

Now focus attention on Eq. (52d), in which again the left-hand side
is time dependent and the right-hand side is time independent. Thus,
the suppositional motion is again rigorously incorrect, but can be
considered, in certain regions of the dimensional space, approxi-
mately correct in the following sense. The left-hand side of Eq. (52d),
negative radial acceleration —a,, is greater than zero and is limited
from above and below. In certain regions of the xyz space, the right-
hand side of Eq. (52d) can be shown to lie between the left-hand side
limits. Thus, Eq. (52d) is also satisfied, in a banded sense, for all time,
assuming the third body orbit falls within the defined region.

To show the limiting property of the left-hand side of Eq. (52d),
substitute the suppositional motion solution yielding

[—a,] = ab* (1) + w?asin®{6(t)}

= %[dﬁ(r(r), k) + K2en?(2(7), k)] (60)

Differentiate the left-hand side, leading to

_ 2
d[dta 1= wk—za % [dn?(z(1). k) + K2en*(z(r). k)]
40’a
= ——sn(z(1), k)en(z(1). K)dn(z (1), k) ©h

Applying the condition for extremums provides

% =0= sn(z(1),k)=0 or cn(z().k)=0  (62)

The sn(z(z), k) condition leads to maxima, whereas the condition on
cn(z(t), k) corresponds to minima. Thus, upper and lower limits on
the negative radial acceleration are

[—aJu=cfa(£;+1) [—aJ,=aﬁa(£g—1) 63)

To determine the region in which the right-hand side of Eq. (52d) is
equal to or greater than the left-hand side lower limit the following
necessary condition must hold:

1 m; . my
Using Egs. (17), (18), and (22), the necessary condition becomes
! {aﬂdz + 2G(ﬂ + @) - c} < G{"%l + m—f}a (65)
a P P2 I

For positive Jacobi constants, a sufficient condition ensuring Eq. (65)

1S
l{wzdg + 2G(ﬂ+ @)} < G{m—31 +m—32}a (66)
a P1 P2 1 P2

or

1
z {E wzdf + U(dxv a)} = _Ur(d,w a) (67)
a

where U(x,r) denotes gravitational potential with dependence
on x, and the y'7’-plane radius r and U, (x, r) = dU(x, r)/dr. Equa-
tion (67) implies the orbit radius must be below a certain threshold to

have the right-hand side of Eq. (52d) above the left-hand side lower
limit. Suppositional y'z’-planes close to the center plane (d, = 0) will
reduce this threshold. Regions in which the right-hand side of
Eq. (32d) is equal to or less than the left-hand side upper limit are
determined by the necessary condition

m;  my 1
G—+—%§M%—+0 (68)
{ PP K

Using Egs. (17), (18), and (22), the necessary condition becomes

my My
G—+—%
{ VR

1
< w2a|:2 s (wzdi + 26{@ + @} - C)] (69)
w-a P P2

For C values maintaining Eq. (33) a sufficient condition ensuring
Eq. (69) is

G{m—; + m—j} <20%a (70)
P P
or

- U,(d,,a) <2a’a 71

Equation (71) implies the orbit radius must be above a certain
threshold to have the right-hand side of Eq. (52d) below the left-hand
side upper limit.

Overall, the suppositional circular solution can be described as
strictly correct in only one axis and approximately correct (bounded
averaged and banded) in the other axes. Of course in numerical
propagation error in Eq. (52a) or (52d) will spill over to Eq. (52e).

VI. Iterated Solution Correction

In practice, the supposed planar circular motion solution,
applicable to any restricted three-body system, may only be accurate
over a short arc of the true 3-D orbit. Fortunately, the mathematical
structure of Eq. (51) allows for an iterative analytical approximate
procedure to correct the suppositional motion results. Table 2
outlines the iterative perturbation like procedure. Under a motion
supposition for the x-axis, the motion in the remaining axes, y and z,
are solved for as in Sec. I using Eqs. (51b) and (51c¢). These results
constitute the base solution: x,,, y,(f), z,(f). Now, the base solutions
inthe y and z-axes are used to solve for a correction to the x-axis base

Table 2 Iterative analytical solution

Xp-Y(t), 2,,(2) (base solution)

x.4(t) Y1 (0), z(1) (first correction)

‘ X ()Y a(t), 7,,(t) (second correction)

L
x(t) ~ x,
y(t) =y, (1)
2(t) ~ 2, (1)
x(1) & {xp} + xa1 (1)
y® = {yp (D} + ya ()
z2(H) = {z, (0} + 21 (1)
x(1) = {xp + X1 (D} + x(0)
YO = Ay () + Y1 (D} + Y2 ()
2(t) = {2 (1) + 21 (D} + z2()

Base solution:

First correction:

Second correction:
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solution from Eq. (§1a): x., (¢). The total solution is expanded as the
base plus first correction and certain approximations are invoked
in solving for the correction, including all corrections are small
quantities and other sizing restrictions on the y and z-axis base
solutions. Next, the x-axis first correction is used in Eqgs. (51b) and
(51c) to solve for a first correction to the y and z-axis dynamics: y,; ()
and z. (#). A similar solution procedure is used here and then iterated
between x,; () and y;(?), z.;(f). The correction procedure outlined
here is also general and does not rely on any specific three-body
system.
Base solution results are taken from Sec. III and include

yo(0) = asin{f(n)y  z,(1) = acosif(t)}  (72)

where sin{6(#)} and cos{0(r)} are given in Eq. (28). A correction to
X, is now sought. Substitute

.Xb:dX

xO)=x, +x0(0) YO =y 2)=z0 (73

into Eq. (51a), which yields

X1 (1) = 209, (1) = &*[x;, + x4 (1)]
_ Gmy(xp + x4 () —x;)
[(xp + X1 (1) = x1)? + ¥, ()% + 2,(1)*F/2
_ Gmy(x), + x4 (1) — x5)
[(xp 4 xe1 (1) — x2)* + v, (0 + 2, ()2

(74)

Expand the nonlinear gravitational terms about the base solution in
Eq. (74):

X1 (1) = 209, (1) = @*[x), + x4 (1)]
_ Gm1|:Xb;3XI + {%—M}xcl(ﬂ + i|

1 Pi P1
X, — X 1 3(x, —x,)?
—sz[ b 2+{—3—(b752)}x,1(1)+.‘.j| (75)
1%} %) 1%

To proceed analytically, select d, = d; () fori = 1,2, 3, cancel out
the embedded (approximate bounded-averaged) base solution
(a < (d, — x;)* for i = 1, 2), and delete high-order terms in x,, (¢)
(Jx.1 ()] < p;fori=1,2):

X (1) + |:—a)2 + G{ml (%_ M)

Pi P}
Y

(= 2B L0 = 205000 76)

1%} P2

_ 2
(1) + G{ml (%— M—%)
P Pi "2

1 3(x,—x)* 1 .

o (Eg B 7?2) }xcl () =205,()  (T7)

Depending on the sign of the gravitational coefficient, Eq. (77)
represents a stable-unstable forced second order linear time
invariant dynamic system. Numerical evaluation of this coefficient
over parameters d, and a confirms very small isolated regions exist,
not necessarily at the libration planes, in which the Eq. (77) system
is stable. However, the space over parameters d, and a is dominated
by unstable cases, which is consistent with L,, L,, L stability
analysis [2]. Only the unstable case will be explored further, which
is recast as

X1 (1) = A2y (1) = 20y, (1)

2 = — G{m1 (L_M)
‘ P} P

ISRY)
+m, (i_Lh %) )} >0 (78)
Pz P2

Finally, the forcing function in Eq. (78) is

a sn(z(7), k)dn((7), k) (79)

. 2w
2wy, (1) =

In terms of the nome expansion [26], the forcing becomes

Lo 20%af 2m X ¢t Qi+ D
2o =" [kK(k)Zol s )

g
) [mk) Kl 2 Z Rl {ZK(k) f(’)}]

=cq [Z 0; sinfw, ()}
i=0

+ i i Q;;sin{w; (1)} cos{wl,jr(z)}i| (80)
i=0 j=1
where
co= ,fzﬂz—(zuza Q= #{1
K2(k) 1—g**
Qij:41—qi7q+i“#jqu’ w”:% e

The homogeneous solution to Eq. (78) is
Xop(H) = Ajera’ + Aye et (82)

whereas the nonhomogeneous solution is

Xeiwvn(t) = i By;sinfw,;T(1)} + By; cos{wgT(1)}

=0

£33 Buy sinto w0} costo, 70}

i=0 j=

+ Byyji sin{o,;t(1)} cos{wgt(1)} (33)

where

coQ;
wi,»(%)z + )\31
_ CQQij[(w%i + ng) (%)2 + )‘31]
(@} + ‘Uczj)(%)z + A4 - [2a)siwcj(%)2]2
— CQQ:/[ZCU wr/(%)z]
(@4 + 02O + 24P - Rogo (9

B =— By, =0

(84)

Applying the initial conditions x.,(fy) = x.y,, X1 (ty) = X, allow
A, A, to be solved for

1 .
A= . ———{Ag et (x, 1, — Bx) + ei)\[lto(xclg - Bo)}

(85)

A2 2)\' {)‘ 1€ ket 0(xclo ﬂx) - e)hrltﬂ ()-Czrlo - ﬂx)}

where
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Bi= By; sin{w;t(t)}

Mg L[

o0
Z By sinf{w,;T(t)} cos{w,;T(ty)}

J=1

+ Byyji sinfw,;t(t)} cos{w,;T(to)}

Byo, (%) costay t(1o)}

o0

+
T

B

Mg I_I;Mg

—+

BlZl] (k) [a)ﬂ Cos{wnf(to)} COS{O)EJT(I())}

Il
S

i Jj=

— o sin{wgT(ty) } sin{w,;T(t)}]
— Byyji (%)) [~y sinfw,;T(t)} sin{w,;T(t)}
+ o, cos{w,;T(ty)} cos{wy;T(fo)}] (86)

After collecting results, the complete solution for the x-axis first
correction is

o0
X1 (1) = Ajeta’ + Ayehal + ZBli sin{w,; (1)}

i=0
i By sin{wy; (1)} cos{w,;T(2)}
j=1

+ B,y sinfw,;T(1)} cos{w,; T(1)} 87)

n
Mz

Il
S

i

For a general set of initial conditions, and when x,, (¢) is added to
x,, [see Eq. (73)], the third body will move off the supposition plane
with a combined multifrequency oscillatory and aperiodic nature, at
least initially whereas the variation from the plane is not excessive,
according to Eq. (87). A special class of Eq. (87) solutions, unstable
periodic orbits, is also possible for certain initial condition sets.
Examples would be libration point halo orbits. To generate this class
of motion, homogeneous coefficients A;, A, must be nulled. An
initial condition set satisfying this requirement from Eq. (85) is

Xely = ﬂx ).Ccln = ﬁx (88)

Next, corrections to y,(#) and z,(¢) are addressed. A solution
structure of

x(t) = x, + x4 (1) () = z,(1) + 201 (1)

(89)

YO =y (1) + Y1 (1)

is assumed and substituted into Egs. (51b) and (51c¢):

Y p(0) 4 Fer (1) + 205k (1) = @[y, (1) + y1 ()]
_ Gm; (v (1) + yer (1)
[(xp + X1 (1) = x1)% + (7p(1) 4 yer (D) + (25(1) + 201 ()2
_ Gy (yy (1) + yer (1)
[ + X1 (1) = x2)% + (1) + yer (0)* + (25 (1) + 21 ()]
(90)

Zp(0) + 2 (1)
Gmy (2, (1) + 21 ()

@+ X (1) = x1)% + (1) + Yer (1) + (2 (1) + 201 ()T
_ Gmy(2,(1) + 2.1 (1))
[ 4 X1 (1) = x2)2 + (05 (1) + yer ()% + (25 (1) + 201 (1) ]2
1)

Gravitational expansion of these relations about the base solution
provides

F5(®) + Far (1) + 208, (1) = @[y, (1) + v ()]

—Gm, [Y%gﬂ _3(x —pﬁgl))’h(l) (1)
1 i
n {p% B 3ypbl(t)} - 3yb(t)?zb(t) () + }
—Gm, |:}’1;)(3[) _3(x _p)?)yb (1) ., (0)
2 2
+{5-2 0 b - 2020 4] o
2 gl I
£0() + £ (1) = —Gny | 940 - 302020,
P1 O
— 3y1;(f)51b(1) yoi(6) + { 1 311;([)} LD+ ]
P pi P}
—Gm, [Zig) _3(x —p)gz)zb(f) X (1) — 3y (f)SZb(t) Vo (0)
2 2
+ {%—3“()} al)+ .. ] 93)
2 2

To proceed analytically, cancel out the embedded (approximate
banded) base solution and delete high-order terms in x.,(t), y.;(?),

Z('l([) (|xcl(l)|3 |y('l(t)|’ |ch(t)| < Pi fori= 1’ 2)

" _ i_3yi(t))
y“'(tH[ @ +G{ml(p? 0}

2
my (i - 3yh5(t)) }]ycl (t)
0 P

i [—3G{m1 Yb(t)ib(t) +m, yb(t)ib(t)}}zcl(f)
P %)

= “20i (1) + [3G{m Gy = x5 (1)
cl 1 pf
+m, W}]xu(ﬁ (94)
2
2 2
Za(0) + [G{mu(i}_g'zbs(’)) +m (i_Szhs(z))}]Zd(t)

P L1 ,02 5

4 [—30{,"1 WOBO | yb(t)?,(r)}]yd o
P %)

= |:3G{ml (v, — xsl)zh(t) + m, (x — xg)zb(t)}]xcl(t) 95)

P1 1%

Equations (94) and (95) represent two coupled forced second order
linear time varying dynamic systems. Taking the y and z-axis base
solutions as small with respect to the third body relative position
magnitudes (|y, (1), |2,(1)| < p;* for i = 1,2), Eqs. (94) and (95)
simplify to uncoupled time invariant systems:

yc]<t)+[ o +G{p—: mf}}yc.@:—zm(» 96)
1 2

. 1 1 1
Ve () + G{ml (—3—7) + mz(—3—
P T %)

1
VT) }yzrl (t) = _zw';ccl (t)
12
o7

Ea() + G{%+ %}z“(r) —0 98)
2

1
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Depending on the sign of the gravitational coefficient in Eq. (97), the
y-axis system can be stable or unstable. A condition ensuring the
coefficient is positive is w?y < —dU/dy, or the gravitational
acceleration in the y direction is greater than the centripetal
acceleration component from a y displacement (assuming y > 0).
Small radius orbits located between the primary and secondary
bodies tend to be y-axis stable, such as small L, halo orbits. Small
radius orbits lying well outside the CRTBP system (small L,, L5 halo
orbits) or large radius orbits located anywhere along the x-axis tend
to be unstable. The z-axis system in Eq. (98) is always stable. Further
note the z-axis system is Coriolis unforced.

Only the stable y-axis case will be explored further. Equations (96)
and (98) are recast as

Ver(t) + wfl)‘ycl (1) = —2wx, (1) 99)
o2 =—w2+G{m—3]+m—32} >0 (100)
’ P P
2 (0) + @2 20 () =0 (101)
o?, —G{ mj} >0 (102)
/01 P2

The forcing function in Eq. (99), making use of the x-axis first
correction in Eq. (87), is

—2wx (1) = _Zﬁ){Al)»Cle)‘“’ _ Az)\cle—x(.lt

+Y —Bio, ()cos{w(z)}

i i BlZl/( )[wrl COS{(,()”T(I‘)} COS{(I)(.IT(t)}

i=0
i=0 j=1

_|_

~ w0 sinfwyt(0)} sinfw, ()]
~ B (%) [ sinfw,7(1)} sinfw, (1)}
+ gy cos{e, 7(1)} cos{wsir(t)}]}

= cy{A er " — Ayehal}

+ x| 3o Rycoston e}

i=0

+ i i Sy sinfwg (1)} sinfow,; (1)}

=0 j=1
+ Ty cos{wy; (1)} COS{wch(t)}] (103)
where
2w?
cy = —2wk Crep = —— R. =w..B,:
A cl RST k i si1i (104)
Sij = = 0cBrij — 0iBnji Ty = 0Bpaij + @0c;Bayji

The homogeneous solution to Eq. (99) is

Ve, () = Cysin(w,y, 1) + C; cos(w,y, 1) (105)

whereas the nonhomogeneous solution is

00
Yeryy () = Dy’ + Dye el + ZEli sinf{o, T(1)}

i=0
+ Eycostogt()} + ) Y Eyyysinfo,t(0)} sinfo, (1)}
i=0 j=1
+ Ey;jcos{w,;T(f)} cos{w,;T(t)} (106)
where
caA; cah,y CrsTR;
D, = D,=— E;=0 E,=——">——
1 )\%1 +C()2 2 )\%1 +(1)2 1i 2i _wfl‘(%)z—i_wgly
(107a)
_ CRST[_(a)ii + wﬁj)(%)z + wgl‘,]sij - CRST[zwsiij((f)z]Tij
1ij = [—(C()%l + w%/) (Q)z + 6031 ]2 - [2wxiwcj(g)2]2
E _ _CRST[waa)cj(w) ]Slj + CRST[ (a)st + w”)(u})Z + (U ]le
nij =

[2a)Sle'] (k) ]
(107b)

[ (a)xi + wcj)(?;)z + wclv‘,]z

Applying the initial conditions y.;(#y) = Y.10> Ye1(fp) = Y1, allow
C,, C, to be solved for

C =

[wcly Sin(wcl",t())(yglo - Sy — Ey)
cly

+ cos(@1,20) (Ver, — 85 — &5)]

C2=

[a)(:l» COS(C{)(,I‘ [0)(yl,'10 - 8)' - Sy)
cl,

— sin(@e, 1) (Ver, — &5 — &5)] (108)
where

5y = Dle’\“"’ + Dze—)mfu

(109)
Sy = D])\.Clek"lro — Dz)\.cleix‘lto

8}, =

Mg

Ey; cos{wy,t(ty)}

Il
<)

‘|‘ iEm/‘ sin{w,;T(ty)} sin{w,;T(t)}

j=1

+ Ey;jcos{w,;t(ty)} cos{w,;t(ty)}

i:Ez, ( )sin{wsir(to)}

Mg

Il
=)

o0

Mg

+ Elll]( )[w:l Cos{wut(to)} Sm{wqf(lo)}

Il
o

i Jj=1

+ o, sin{w,;T(to) } cos{w,;T(to)}]
+ By () losintoscta costoe(a)

+ a)cj COS{(,()H-T(I‘O)} Sin{wcjr(l())}] (1 10)

After collecting results, the complete solution for the y-axis first
correction is
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Y (1) = Cy sin(w,y 1) + C; cos(w,y 1) + Dy et

00
+ Dzeik‘]t + Z EZ[ COS{C()”'T([)}
i=0

(111)
_|_

gk

Z Ejy; sin{wg;T(1)} sin{w,;T(2)}

j=1

i

Il
=}

+ Ey;; cos{w,;T(1)} cosfw,;T(t)}

For a general set of initial conditions and when y,(7) is added to
v, (?) [see Eq. (89)], the third body will move off the supposition
circle with a combined multifrequency oscillatory and aperiodic
nature, at least initially while the variation from the circle is not
excessive, according to Eq. (111). A special class of Eq. (111)
solutions, unstable periodic orbits, is again possible for certain values
of initial conditions. This class of motion occurs when the nonhomo-
geneous coefficients D, D, are zero. This condition is achieved by
Eq. (88). Finally, a further special class of unstable periodic orbits
with no homogeneous frequency content occurs when C,, C, are
zero. This condition is achieved when

yclo =8y ).}(,'10 =8)‘ (112)

Being unforced in the Coriolis sense, the z-axis first correction
solution is much simpler, having only the homogeneous component.
The solution takes the form

Ze1 (1) = Fy sin(w,y, 1) + F; cos(w,, 1) (113)
where
F, = (w1, sin(wey_ 1) (Ze1,) + cos(wey_fo) (Zei,)]
cl,
. (114)
F,= (@1, cos(@¢1_10)(Ze1,) — sin(wey, 19) (Ze1,)]

cl,
and the initial conditions are z.i(fy) = zc1,, Ze1(fo) = Zc1,- For a
given set of initial conditions, and when z.,(¢) is added to z,,(¢) [see
Eq. (89)], the third body will again deviate from the supposition
circle but with a single-frequency oscillatory nature, assuming the
initial conditions are not excessively large, according to Eq. (113).
This homogeneous motion is the only motion allowed in the z-axis
first correction under the stated assumptions.

This iterative procedure can be extended in a systematic fashion,
but a solution through the first correction will suffice here. The
overall analytical approximate solution for the third body motion is
thus

x(1) =2xp +x., (1) 2(t) =z, (t) + 201 (1)
(115)

YO =y, (1) +ya (1)

where x,,, v, (1), z, (1) are listed in Eq. (72) and x.; (1), y1 (1), 21 (2)
are listed in Eqs. (87), (111), and (113).

VII. L, Halo Orbit Example

A periodic L; halo orbit for an artificial CRTBP system with
Mo, = 0 =0.04 is used as a test case for the suppositional motion
theory and iterated analytical solution procedure of Secs. III and VI.
Howell [27] contains several suitable halo orbits as candidates. In
particular, a small 0.17r, x 0.076r, sized orbit that undergoes an
even smaller variation (0.046r,) in the x-axis is selected for further
analysis. Initial conditions for this exact numerical based orbit are
given below and correspond to the third body intersecting the xz-
plane in the upper quadrants [27]:

Xy = —0.7232687,
Y40 = 0.19801907,

X =0

Zno = 0.04}"12

Yo =0
Zo =0 t=t,
(116)

The halo orbit geometry is symmetric about the xz-plane. The
Jacobi constant for this orbitis C;, = 3.329168w?r?, and the period is
T, =2.603/w.

Comparison of the base solution from Sec. VI (suppositional
circular motion from Sec. III) with the exact halo orbit, computed
from nonlinear simulation, is considered first. Some arbitrariness
exists in mapping the exact 3-D orbit initial conditions to the
suppositional circular 2-D orbit initial conditions. Initial conditions
for the suppositional motion are chosen here as

d, = —0.74090984286r12(dL1) a =2z
=0 éo = Yno/Zno
t=t, (117)

This a, 6, 6, selection provides a good match to the projected initial
halo orbit state, but likely will incur larger error at other locations
around the orbit. The base solution modulus value, computed from
Eq. (22), with the preceding initial conditions is k = k, = 0.198.
The d, selection at the collinear equilibrium L, is based on insights
from Sec. V and provides averaged correct x-axis motion as the
supposition plane is located in the mean of the motion variation.
Figure 11 shows overlay plots of the base and exact solutions. The
temporally unsynchronized maximum x, y, z positional errors are
0.0274r,,,0.0435r,,,0.0045r,. The orbital period erroris 1.347 / w.
The base solution roughly captures the halo orbit yz-plane geometry,
but further refinement is required.

Computation of first corrections in the x and y-axes is considered
next. Recall no first correction for the z-axis is available. Rather than
using the general formulation given in Sec. VI, a truncated version
will be considered and to show that the full procedure may not be
required for every application. The main departure from the general
formulation is truncation of the 2wy, () Coriolis forcing term in
Eqgs. (79) and (80). A two term nome expansion for the forcing is

2wy, (1) J/q ) g .
(%) T kK2 (k)(1 — q) [Sln{v([)} + msm{?;v(r)}
+ %Sm{v(z)} cos{2v(1)}
4q° .
+ Ttat D0+ s1n{3v(t)}cos{2v(t)}] (118)
Bas

-0.8 -0.75 -0.7 -0.65

0.04

0.02]
-
N -<1~LI

0.02 True

Base
-0.78 -0.76 -0.74 -0.72 -0.7 -0.05 0 0.05
X/rip W,

Fig. 11 True and base orbits.
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where v(f) = nt(r)/2K (k). Using the following trigonometric
identities

sin{v(#)} cos{2v(r)} = lsin{3v(t)}» - 1sin{v(t)}
2 2 (119)

1 1
sin{3v(?)} cos{2v(t)} = 3 sin{5v(¢)} + Esin{v(t)}
Equation (118) is reformulated to

209,() _ TG
ey kK2 (k)(1 - g)

2q 247 .
* [(1 Tt Tarqralr qz)) sintv (o]

q 2q .
+ + sin{3v(t
(1+q+q2 1+q2) e}

+ 24"
A+q+¢)(1+ 4

sin{Sv(t)}] (120)

Conversion of the forcing signal to a pure sinusoidal nature will
simplify calculations. As k decreases the nome g also decreases and
the nome dependent harmonic coefficients in Eq. (120) decrease,
leaving a simple sine wave which the full expansion would also
collapse to. In contrast, when kK — 1 the nome dependent harmonic
coefficients increase in significance and differences can be expected
between the two term and full expansion signals. Figure 12 shows the
approximate and exact forcing signal versus dimensionless time for a
group of k values. The two term nome formulation should be accurate
for k < 0.85.

Another smaller departure from the general formulation is reten-
tion of the nonzero a® term in Eq. (53). This retention leads to an
additional constant forcing term in Eq. (78) which improves correc-
tion solution accuracy. In this case the solution for the correction in
the x-axis is found to be

X () = At + B e + C, + D, sinfv(f)}
+ E, sin{3v(r)} + F, sin{5v(r)} (121)

where A, and B, are constants to be determined from initial
conditions, and

0.8

0.6

0.4

0.2

0

2wy, /(2wa/k)

0.2

0.4

06

— exact
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----- approximate

-1 1 L 1 1 1 1

1
0 0.1 02 03 04 05 06 07 08 09 1
(t—t){T
Fig. 12 Approximate and exact forcing signals.
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Gmy(x, —x)) Gmy(x, — x;)
C,, =w’x, — 5 - 5
P P2

D. = DX(*]

' 2k71[<a()k))2 + A%

_ 20%a . /q

P =T e —g)

2q 2q° )
x(1-— +
( 1+¢* (+q+¢)0+4¢%

£ = E,.,
* (21?2(&))2 + )L%l
E o 20*a T J/q q . 2q
Tk kKA —g)\l+qg+4g* 14+ 42
F

el

F.=

(s 2 2
(2;(17;?2)) +)‘cl

_2a  7Jq ( 24 ) (122)
T T kK21 —g) \(1+ g+ )1+ ¢

Applying the initial conditions x, (1)) = Xy, X (fo) = 0 with 7, =
0 yields

xz?lozAx+Bx+Cx+Dx_Ex+Fx OZAx_Bx (123)
To remove the nonperiodic terms (A, = B, = 0) in Eq. (121) the
required condition is

X, =Ci+D,—E,+F, (124)

Equation (124) is equivalent to the first expression in Eq. (88) for the
general formulation.

The required condition in Eq. (124) facilitates a correction to the
modulus value. The initial position x,,, is first computed from the
halo orbit data as x., = x;, —d, = 0.01764r,,. Observing that
coefficients C,, D,, E,, F, are functions of k [see Eq. (122)],
Eq. (124) is reformulated as

flk) —xeq, =0 (125)

Equation (125) is to be solved for k numerically. Because not all the
harmonics are included in the solution, one cannot expect Eq. (125)
to be fully satisfied for any value of k. An appropriate value for &,
which corresponds to the minimum of the left-hand side magnitude

16 T T T T T T T T T

1 fR)x V1,

2 L L L L L L L L L
0 0.1 0.2 03 04 0.5 06 07 0.8 09 1
k

Fig. 13 Equation (125) error vs elliptic modulus.
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of Eq. (125), will be considered here. Figure 13 shows the absolute
value of the left-hand side of Eq. (125) versus k. The x-axis first
correction modulus value corresponding to the minimum Eq. (125)
erroris k = k, , = 0.279. Finally, the solution for the first correction
in the x-axis is written as follows:

X1 (1) = C, + D, sin{v(1)} + E, sin{3v(t)} + F, sin{5v(?)}
(126)
Because the value of k does not completely satisty Eq. (125) the
initial value x.  is automatically adjusted by Eq. (126) when the
coefficients are computed from k obtained in Eq. (125).
Using the result from the x-axis to correct y(), the solution for the
y-axis first correction is found to be
Y () = A, cos{a)clyt} + B, sin{a)cl)‘t} + D, cos{v(t)}
+ E, cos{3v(t)} + F, cos{5v(1)} (127)

where A, and B, are constants to be determined from initial
conditions, and

D — D, D - w? D
' wgl» - 2k];<a()k))2 Y kK (k) )
E, 3nw?
Ey=——¥r— K, = 128
T -Gy e Tk 1
F, Srw?
FY = wz _ ( ISmu 2 F,Vcl = kK(k) *
c1, — kK (k)

The initial conditions, y. (%) =0, Y. (%) = Y.1,, to =0, when
applied to Eq. (127) and its derivative result in

Tw
0=A, Jj. =w, B
v Y =0 Byt o m

{D, —3E, +5F,} (129)

To eliminate the homogeneous part of the solution (B, = 0), the
following condition should be satisfied:

Tw

1 ==———(D,—-3E, F, 1
clp 2kK(k)( y 3 )+5 }) (30)

j
In the general formulation, Eq. (130) corresponds to Eq. (112).

There appear to be at least three plausible interpretations to the
meaning and utilization of Eq. (130) in conjunction with Egs. (22)
and (124). The solution theory in this paper is analytically consistent,
implying existence of a single unique k for the exact solution.
Because approximations have been invoked and only a single
iteration has been considered, a unique k satisfying Eqs. (22), (124),
and (130) simultaneously does not exist. The first interpretation is to
compute three separate moduli (k =k, k =k, , k =k, ) and use
them in the appropriate solution components (k, — y,(¢) and z,(¢),
ky, = Xc1 (1), ky, — y.1(2)). Moduli k;, and k., have already been
considered. Modulus k, = would be computed from Eq. (130) with
Ye1, = 0 because the full halo orbit initial velocity y, has been
previously applied to the base solution [see Eq. (117)]. This inter-
pretation was investigated. Although rigorous solutions to Eq. (130)
with y.; = 0 exist for the limiting cases k: k — 0 and k — 1, no
other values of k precisely satisfy the required condition. However,
broad regions were found in which the right-hand side of Eq. (130)
was nearly zero and independent of the value of k, implying the
possibility of vastly different values of the three moduli or the insig-
nificance of the Eq. (130) condition. Consequently, this inter-
pretation was abandoned. The second interpretation is to compute a
single optimum k (k = k, = k, = k,_ ) which best satisfies all three
equations. The problem formulation would involve unknowns k, x
and the percentage distribution of y, to initial conditions 6, and y.;,.
This interpretation appears overly complicated and was not
considered.

The third interpretation, lying somewhere in between the first and
second interpretations, is to compute a single optimum k which best

clg

satisfies a single equation [Eq. (124), k = k., ]. This single k would
then be used consistently throughout all solution components
(kxd d yb(t) and b (t)v ka,l — X1 (t)v ka] — Vel (t)) Imp]ementa_
tion here is simpler and is congruent with numerical differential
correction logic in the following sense. With the appropriate value of
the modulus determined from Eq. (124), Eq. (130) is used to compute
the change in the initial y-axis velocity. Thus, at each step of the
iteration process there should be an increment in the initial y-axis
velocity. The mechanism of the iterative solution procedure is acting
like a differential correction technique. However, this increment in
the initial y-axis velocity is not used in the analytical orbit con-
struction process because numerical integration is not employed.

The third interpretation was adopted for this work, and the compu-
tation effort was already presented in Fig. 13. Using k =k, =
0.2791in Eq. (128) to compute coefficients Dy, E,, F,, the solution for
the first correction in y is

ye1 (1) = Dy cos{v(t)} + E, cos{3v(r)} + F,cos{Sv(r)} (131)
Care should be taken to avoid resonance forcing singularity in the

solution, which occurs when

w _ ni
b T 2kK(k)

n=1.3,5 (132)

Figure 14 shows the dimensionless natural frequency to be avoided
as a function of k for the three possible forcing signals parameterized
by n.

Figure 15 shows the analytic orbit construction after the first
correction iteration using the two term nome expansion with the true
orbit. The temporally unsynchronized maximum x, y, z positional
errors are 0.01317,, 0.01657,, 0.00457,. Using the true halo orbit
dimensions as the reference, the first correction has reduced the
maximum positional error in the x-axis from 60% to 28% and in the
y-axis from 26% to 9.7%. No change has occurred in the z-axis. Also
the period error has reduced to 34% from 52%. The orbital period
error is 0.89/w. The corrected orbit has the sloped xz-plane track and
the flattened yz-plane closed path signatures commonly exhibited by
halo-class orbits. The xz-plane track does not show any significant
curvature at this iteration, but the rectilinear track reasonably
captures the true motion behavior. Note how coefficient C, has
pushed the track away from the L; point. Also note how the D,
coefficient has amplified the distance the third body travels from the
x-axis when it traverses from the upper quadrants to the lower
quadrants. Significant improvement in the halo orbit prediction is
noted in Fig. 15 after one correction iteration. Depending on the
application and required accuracy, a second iteration for the analytic
solution can be considered. Determination of sufficiency of the
required number of corrections can be judged by the respective
contributions to the total solution, and the intended application.
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k

Fig. 14 Natural frequency at singularity conditions.
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Fig. 15 True and two term once corrected orbit.

Geometry of halo orbits for mission design can be reduced in
preliminary studies to the average slope of the xz-plane track, M, and
the approximate vertical-to-horizontal aspect ratio of the yz-plane
path, A. Suitable definitions for these parameters for the analytic
solution displayed in Fig. 15 are

_ 2lty) = z(tg + S K(K)
x(t9) — x(to + £K(K))

with 6, =0, th=0 (133)

Ae A0 =0, 1,=0 (134)

¥ty + 5 K (k)

Note ¢ =0 corresponds to 8 =0, whereas ¢t = (k/w)K(k) corre-
sponds to 8 = 7/2 rad. Using the analytic results and simplifying by
neglecting E,, F,, E, F, [O(E,.F..E, F,) <
O(D,, D,) holds for the numerical example], the slope and aspect
ratio can be expressed symbolically as

(ZI\K(k))2 + k

requirements on a satellite to periodically transit various regions in
the three-body spatial system. Given a preliminary set of values for
d,, a, x.y,, the modulus k can be computed, and from this the halo
orbit slope and aspect ratio can be computed. If the orbit does not
meet the requirements satisfactorily, sensitivities of M and A with
respect to variations in k can be analyzed with Eqgs. (135) and (136)
for modification purposes. The analytical expressions could also be
useful with inverse problems, in which parameters M, A are specified
along with d, to satisfy mission objectives, and Eqs. (135) and (136)
are used to compute compatible a, k values. Additionally, Eqs. (135)
and (136) could be differentiated with respect to k to identify
extremal conditions for slope or aspect ratio. Assuming all assump-
tions taken in the derivation of the expressions are maintained,
Eqgs. (135) and (136) could provide physical insight and avoid costly
numerical propagation within iterative searches, i.e., when the slope
and aspect ratio are preselected and the appropriate orbital param-
eters are calculated. Even in other numerical differential correction
techniques, such as numerically constructing a periodic orbit by
finding appropriate initial position-velocity pairs, the supposed orbit
may provide a better initial guess than the linearized equation solu-
tion, and this affects directly the required computational convergence
time. By combining Eqs. (135) and (136) a direct relation between M
and A for design purposes can also be derived. Finally, if mission
requirements involve time, the orbital period through Eq. (24) can be
coupled to the process.

VIII. Exact Circular Motion with Thrust

If the third body is an artificial satellite with an actively controlled
propulsion subsystem, such capability can be exploited to render
the suppositional motion described in Sec. III exact. Such an orbit
could be useful for communications, in situ space measurements,
observation platforms, loitering, etc., particularly in regions where
natural halo orbits do not exist or are expensive to maintain due to
instabilities. The proposed exact circular vertical orbit maintained by
thrust would then add a mission design freedom or a potential design
alternative. In this section, the required thrust will be calculated and
presented in a nondimensional way, such that any user can convert
the data to specific fuel/thrust requirements for a specific engine-
vehicle system.

M(k) = 4 f Let the accelerative thrust components be denoted by ar, ar,,ar,.
D, 8k (k)) fla(0) The equations of motion [see Eq. (10)] for the third body are altered
1+ 5K = Gy (=200 oy (b =My (O
— 1 ) )
a S(f (q(k)) , .o
(135) x—2a)y=a+a7r (138a)
A(k) = (1 +&)71 - ( ) (2k1<(k>)2f( ) )"
a [(Zk[((k))z cl ][(2k1((k))2 + )‘ ]
_ (1 . ZEK (DS K) ) (136)
0+ 4k27lz(22(k) {1-9 {% + %}}][1 + —4k2§2_(k) {1 -5 {m, (/,% - —3(dxl,_?x')2) + mz(plg - —3(‘1';;2)2)}}]
aJ
where ¥+ 2wx = 3, Tar, (138b)
y
Vi 2q 2’
k)) = 1— 137 aJ
fa) == "1 2t arqroar o) 7 i=5 tar, (138¢)
Equation (138a) under the supposition yields
These expressions can be used in various ways. For example, .
mission sensing or communication objectives may impose certain ar, = —2wabcosiby — J(d,, a) (139)
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Equations (138b) and (138c¢), when expanded under the supposition
and transformed in the same manner as in Sec. V, give

ar, = ay, sin{f} + ay_cos{0}

= —af® — Pasin?{6) + G{m—;+m—§}a (140)
1 2

ar, = ar_cos{f} — ar_sin{f} = af — w?asin{f} cos{l} (141)

where ar, , ay, are the accelerative thrust components in the radial and
tangential directions. Figure 16 shows the various thrust acceleration
components in the suppositional plane y'z’-axes and the radial-
tangential rt-axes.

The supposition motion solves the governing tangential relation
Eq. (141) exactly without need for tangential thrust. Thus,

ar, = ar, cos{t} — ay sin{0} =0 (142)

For certain regions within the xyz space, the centripetal and
gravitational accelerations appearing in the right-hand side of the
governing radial expression were shown to be approximately
balanced, in a banded sense. Atany specified time, to exactly balance
these terms and preserve the suppositional motion, the radial thrust
acceleration must equal the difference between these centripetal
and gravitational terms. By substituting for 6 from Jacobi’s integral
equation under the supposition motion into Eq. (140), the radial
accelerative thrust can be expressed as

ar, = ar, sin{0} + ar, cos{f} = —2aw’sin’{0} + ¢y (143)

where ¢ is a constant which depends on the characteristics of the
three-body system and the suppositional motion. This constant can
be either positive, negative, or zero:

er = G{m—; + ’”—;}a — (a} — Pasin{f)))  (144)
P P
Equation (139) gives the required propulsive x-axis acceleration to
maintain planar circular motion for a general y'z’-plane. By selecting
d, to coincide with libration points L;, L,, or L, the thrust
requirement simplifies [see Eq. (53)] to

10%J,(d,, a)

ar, = —2wab cos{} — Y a’+ ... (145)

a=0

The residual gravitational terms appearing in the right-hand side of
Eq. (145) were shown to be small, in a bounded-averaged sense.
Thus, the required cylindrical thrust component is dominated by the
Coriolis acceleration. Solving Egs. (142) and (143) simultaneously,
the following expressions for the thrust accelerations in the y and z
directions become

ar, = [-20asin*{0} + c7]sin{6} (146)

-
‘ a, /

I, = aTysin {6} + a, cos {6}

Fig. 16 Exact circular motion with thrust geometry.

ar, = [-2w*asin*{0} + c;] cos{6} (147)

Figures 17 and 18 show the nondimensional accelerative thrust
demands for this special case against normalized time for half an
orbit, across a family of elliptic moduli, for the Earth-moon system,
using an orbit radius of a = 0.05r,. In Fig. 17, all accelerative thrust
curves in the radial direction have similar behavior (constant plus
elliptic cn(z(?), k) square nature) with time, except the limiting case
k: k — 1. In this case, results indicate a sharp reduction in thrust
demand at 6 =nmn/2, n=1,3,5,..., and between these values
thrust can be approximated to be constant. Also note all curves have
minimums at @ = nn/2, n =1,3,5,... and maximums at 0 = nr,
n=0,1,2,3,.... Further the radial thrust acceleration is nearly
always positive. For the considered orbit radius and elliptic moduli
values, the gravitational acceleration is larger than the centripetal
acceleration, and outward (positive) radial thrust is required to
maintain the circular path. Figure 18 shows the thrust acceleration
component in the cylindrical direction (x-axis). Note all curves
intersect at common points 8 = nr/2,n = 1,3, 5, ..., at which they
all have the same value equaling the constant gravitational part in
Eq. (145). With the value of k getting smaller, the thrust in the x
direction approaches a cosine wave that is shifted above the zero
value. Generally, the required thrust profiles take the shape of a
constant plus an elliptic sn(z(z), k) and dn(z(?), k) product. For the
considered orbit radius, the second order gravitational attraction that
exists in the L, libration plane is toward the second primary, thus

0.3 r r v r r = r r
kek-->1
k=0.95
025 ; £=0.85 ]
T k=0.7 /Hk
.95 -
0.2 k=0.5
& 015
W
IS
S
< . ,/
s 01f S g
S ~_ -
m;=5.97e+24 kg
0.05 1 R
m,=7.35¢+22 kg
r]2=3.84e+5 km
of i
0.05 r r r r r r r r r
0 005 01 015 02 025 03 035 04 045 05
(1) IT
Fig. 17 Radial thrust component vs time.
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Fig. 18 Cylindrical thrust component vs time.
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Fig. 19 Radial thrust component vs angle.

1,0
0.916 0.083 k:k-->1
k=0.95
k=0.85
k=0.7
k=0.5

0.833 0.167

0.25
0.05 0.1 0.15 0.2
0.75 i 0.25
0.667 0.333 m,=5.97e+24 kg

m,=7.35e+22 kg
r]2:3.84e+5 km

0.583 0.416
0.5

Transverse: (6-6,) /27, Radial:a”/(a} 2 rlz)

Fig. 20 Cylindrical thrust component vs angle.

requiring a positive (toward the first primary) bias in the cylindrical
thrust. Overall the rate of change of ar,, ar, is nonuniform and
strongly depend on k. The peak values of ar,, ar, are also a strong
function of k. For the limiting case k: k — 1 in Fig. 18, the smallest
peak propulsive acceleration and smallest integrated propulsive
acceleration (impulse) are experienced. For smaller values of k,
required peak and integrated thrust accelerations to maintain circular
motion increase. The case k: k — 0 requires infinite propulsive
capability. Opposite but similar trends are noted in Fig. 17. The
largest (positive) propulsive demand occurs in the k: kK — 1 case. For
k: k — 0 the required thrust approaches an infinite negative bias.
Figures 19 and 20 show the nondimensional thrust acceleration
against normalized angle. These figures help with visualizing the
thrust demands at different locations in the physical coordinates.
Figure 19 indicates that the amount of radial thrust in the upper half
(z > 0) of the orbit is the same as in the lower half of the orbit.
Acceleration demand curves are symmetrical with respect to both the
y-axis and z-axis. Figure 20 shows that the amount of cylindrical
thrust required in the lower half of the orbit is larger than that in the
upper half of the orbit. Thrust demand curves are symmetrical with
respect to the z-axis but unsymmetrical with respect to the y-axis. In
the lower half, the Coriolis acceleration is aligned with the gravita-
tional bias, thus requiring more thrust to maintain planar motion.
Figures 17 and 18 showed when thrust components are positive or
negative, which is critical for determining the instantaneous direction
of the total thrust vector in space. In contrast, Figs. 19 and 20 show
only absolute values of thrust at different locations along the orbit.
Together the two sets of figures may be helpful in determining

suboptimal thrust logic to maintain the required orbit. The radial and
cylindrical thrust vector components vary with the change in
modulus k for the same value of circular orbit radius a. Because the
only way to minimize the total amount of thrust is to minimize these
components, care should be taken when determining a proper
modulus k.

IX. Conclusions

A hypothetical elliptic integral solution to Jacobi’s integral
equation in the circular restricted three-body problem, under planar
circular assumptions with nonuniform speed, has been offered. The
solution, which satisfies one motion equation precisely and the other
two approximately, provides closed-form analytical results for the
orbital period and path in terms of several parameters including the
orbit radius, the plane location, and the elliptic modulus (initial
conditions). These suppositional results are found to be mathemati-
cally rich and insightful. However, to bridge the gap from hypo-
thetical to factual, an iterative analytical approximate procedure
that computes successive corrections to the hypothetical solution is
also offered. An initial test case using a small L, periodic halo orbit
showed, after a single correction step using simplifying assumptions,
the corrections bring the hypothetical solution closer to the true orbit.

Results presented in the paper capture the essence of, and are
dynamically relevant to, highly inclined orbits located near the
collinear equilibrium points in the circular restricted three-body
problem. The findings provide a window for deeper physical under-
standing of detail characteristics associated with this class of orbits.
Results may provide practical utility for mission design and celestial
analysis.
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